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Your Examples? Q&A



Do you have any of these devices 

at home?



bit.ly/buvoice



What about your phones? Tablets?



In very near future…

Alexa chip

Cook it again, 

Alexa



Source: Fortune Business Insights

Application by Sectors



Application by users





All big (and small) companies in the game

 Google

 Baidu Inc.

 Facebook

 Amazon

 Apple

 IBM

 Microsoft

 Brianasoft

 Raytheon

 Voicebox

 Fulcrum

 Neurotechnology

 M2SYS Technology

 Sensory Inc.

 VoiceBase Inc.

 Auraya

 VoiceTrus

 Nuance



Marketing Ethics

Main principles:

 Consumer sovereignty, 

 preserving the conditions of an 

acceptable exchange, 

 paternalism, 

 the perfect competition ideal,

 mutuality

Source: Elegido 2016



Voice recognition: is it really as secure 

as it sounds?
 Also known as “voice biometrics,” it confirms your 

identity by analysing your voice’s unique characteristics. 

Companies say it makes accessing your account fast and 

easy – plus it reduces fraud. But how secure is it? 

 Guardian Money was told that if there are clips of 

your voice out there on the web – on a podcast, 

say – there is technology that can create a very 

convincing imitation of your voice.

 And should we be worried about the large-scale 

harvesting of our voiceprints? Earlier this year, it was 

claimed that HMRC had collected millions of 

taxpayers’ voiceprints without their consent. 

This data, it has emerged, is being held by a private 

company, KCOM – formerly Kingston 

Communications.

Source: The Guardian 2018

https://www.theguardian.com/money/2018/sep/22/voice-recognition-is-it-really-as-secure-as-it-sounds


Voice recognition: is it really as secure 

as it sounds?
 So how exactly does the technology work? 

It basically verifies a caller’s identity by 
comparing their voice to the 
voiceprint the company has stored in 
its database.

 The companies behind this technology say 
that a voiceprint includes more than 
100 unique physical and behavioural 
characteristics of each individual, 
such as length of the vocal tract, nasal 
passage, pitch, accent and so on. 

 However, this is different to the tech 
behind digital assistants such as 
Apple’s Siri and Amazon’s Alexa, 
which recognise what words are said, not 
how someone says them.

Source: The Guardian 2018

https://www.theguardian.com/money/2018/sep/22/voice-recognition-is-it-really-as-secure-as-it-sounds






https://www.voicery.com/


AI and Voice Re-Production

Source: Link

https://google.github.io/tacotron/publications/location_relative_attention/


https://www.youtube.com/watch?v=llG-jQf8IBk
https://www.youtube.com/watch?v=llG-jQf8IBk




Google Assistant – I’ll Book it for you…

Source: Link

https://www.youtube.com/watch?v=FApuqkJQdrg


Funny! Entertaining! – Hateful, Racist



AI in Human Resources



April 2019, Source: The Guardian

https://www.theguardian.com/technology/2019/apr/04/google-ai-ethics-council-backlash


What did you say, Alexa?

Source: Link

Danni Morritt was 

studying for a paramedic 

course when she asked 

Alexa to explain the 

"cardiac cycle of the 

heart." Alexa's response 

baffled the woman.

"We have investigated 

this error and it is now 

fixed," an Amazon 

spokesperson said in a 

statement 

to Newsweek Tuesday.

https://youtu.be/eRAPKG7hbA8
https://youtu.be/eRAPKG7hbA8


Source: Link

What did you say, Alexa?

https://youtu.be/L4qGEDUv4Hw
https://youtu.be/L4qGEDUv4Hw






 “Much like Apple and 
Google, we paused 
human review of audio 
more than a week ago,” a 
company spokesperson 
said in an emailed 
statement. When asked if 
the practice was likely to 
be restarted, the 
company declined to 
answer.

 A Facebook spokesperson 
told VICE News that the 
practice was “very 
common in tech” — at 
least until a week ago, 
when media reports 
revealed that Amazon, 
Apple, Google, and 
Microsoft were all 
capturing and listening to 
audio from users’ 
devices.Source: Link

https://www.vice.com/en_us/article/wjw889/facebook-said-it-wasnt-listening-to-your-conversations-it-was


Source: Business Insider

https://www.businessinsider.com/facebook-ads-listening-to-you-2019-5?r=US&IR=T


Guess who is listening?
 The online retail giant said its staff 

“reviewed” a sample of Alexa voice 

assistant conversations in order to 

improve speech recognition.

 “This information helps us train 

our speech recognition and 

natural language understanding 

systems, so Alexa can better 

understand your requests, and 

ensure the service works well for 

everyone,” Amazon said in a statement.

 “We have strict technical and operational 

safeguards, and have a zero tolerance 

policy for the abuse of our system. 

Employees do not have direct access to 

information that can identify the person 

or account as part of this workflow.”

 Amazon does not explicitly state 

in its terms and conditions that 

humans review customer 

recordings, though its Alexa privacy 

settings offer users the chance to opt out 

of helping the firm “develop new 

features”.Source: Independent

https://www.independent.co.uk/life-style/gadgets-and-tech/news/amazon-echo-alexa-evidence-murder-case-a8633551.html
https://www.independent.co.uk/life-style/gadgets-and-tech/news/amazon-alexa-echo-listening-spy-security-a8865056.html


https://www.theverge.com/2020/2/20/21145584/facebook-pay-record-voice-speech-recognition-viewpoints-proununciations-app


AI Devices & Children





Your Data Matters

Source: Link

https://www.youtube.com/watch?v=_RVPj-GSOdY
https://www.youtube.com/watch?v=_RVPj-GSOdY


Protecting your personal data…

 Your voice, your image, 

your personal data!

 Youronlinechoices.com

 ico.org.uk/your-data-

matters

 Check your permissions & 

settings & data usage

 You have your rights!

(Thanks to GDPR)





https://www.youronlinechoices.com/uk/your-ad-choices


Your Examples?





Would you like to participate

in future research?

 Contact:

 eakcay@bournemouth.ac.uk

 Ediz Akcay, Bournemouth University

mailto:eakcay@bournemouth.ac.uk


Thanks for your time!


